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Abstract: In general, the nature of gold that acts as a hedge against inflation and its 

stable price over the course of the financial crisis has made it a unique commodity. 

Price forecasts are a must for gold producers, investors and central bank to know the 

current trends in gold prices. Forecasting the future value of a variable is often done 

with time series analysis method. This study was conducted to determine the best 

model for forecasting gold commodity prices as well as forecasting world gold 

commodity prices in 2018 using Box-Jenkins approach. The data used in this study 

was obtained from Investing.Com from 2015 until 2017. This study shows that 

ARIMA (1,1,1) is the best model to predict gold commodity prices based on Mean 

Absolute Percentage Error (MAPE). MAPE value for ARIMA (1,1,1) is 0.02%, where 

this value proves that forecasting using ARIMA (1,1,1) is the best forecasting because 

MAPE value is less than 10%. 
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Introduction 

 

Gold is a unique commodity due to its ability 

to act as a hedge against inflation as well as 

an investment asset. Gold is the only 

commodity that retains value during the 

financial and economic crisis period. One of 

the reasons investors are interested in 

investing in gold is gold prices never fall. 

Besides, the purchase of gold by China and 

India is one of the factors that cause investors 

to be interested in investing in gold 

(Kusumadewi, 2014). On top of that, future 

inflation threats caused by the printing of 

monetary policy developed by central bank 

have led to the devastation of global currency 

exchange rate which has affected the rise or 

fall in gold prices. Furthermore, other factors 

affecting the rise or fall in gold prices are 

financial crisis, rising gold demand in the 

market, dollar exchange rate, oil prices and 

world political situation. Gold price 

forecasting is an important knowledge for 

every investor to know to determine the trend 

of future gold prices for investment purposes 

(Kusumadewi, 2014). 

  

Box-Jenkins method was used in this 

study to forecast the gold prices for 

investment purposes. Box-Jenkins approach 

is synonymous with Autoregressive 

Integrated Moving Average (ARIMA) 

modeling. Initially, this approach was 

introduced by George E. P. Box and Gwilym 

M. Jenkins in 1976. They provided a 

comprehensive explanation of the techniques 

of analyzing time series data to be used in the 

ARIMA univariate model. ARIMA modeling 

is usually used for time series analysis, 

predictions and controls. In the context of the 

Jenkins metric method, there are several 

basic models involved, which are 

Autoregressive (AR), Moving Average (MA) 

and Autoregressive Moving Average 

(ARMA). The combination between AR and 

MA produces ARMA, which is a model class 

used to analyze stationary univariate data 

series. When the stationarity assumption of a 

variable is not met, ARIMA modeling has 

been generated to overcome the case. 
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Through this formulation, data series need to 

be differenced to achieve stationary 

conditions (Mohd Alias, 2011). A non-

stationary data series needs to be differenced 

to the stationary state because the main 

conditions for using the Box-Jenkins method 

are that the data must be stationary (Ali et al., 

2016). For further understanding, Box-

Jenkins method can be referred to in Figure 1 

(flow chart for Box-Jenkins method) below. 

 

Materials and Methods 

Algorithm and Flow Chart for Box-

Jenkins Method

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

  

 

 

 

 

 

 

 

 

 

 

     

    

 

 

 

 

  

 

  

 

1.1 Flow Chart for Box-Jenkins Method
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ARIMA Model 

 

This study used daily data from 1 January 

2015 to 31 December 2017 to forecast world 

gold commodity prices for 2018. Data was 

obtained from Investing.Com website. This 

study used ARIMA model to forecast world 

gold commodity prices for 2018. 

  

This study used Autoregressive 

Integrated Moving Average (ARIMA) 

because the data was not stationary. Box-

Jenkins method was used to represent 

ARIMA (p,d,q) where d indicates the 

differentiation levels involved to reach 

stationary state used in this series. p 

represents the number of Autoregressive 

(AR) terms in a series and q represents the 

number of Moving Average (MA) terms in a 

series. In this formulation, the time series 

data must go through differentiation process 

first to achieve the stationary state. ARIMA 

(p,d,q) model can be written as follow: 

 

   𝜙𝑝(𝐵)(1 − 𝐵)𝑑𝑦𝑡 = 𝜇 + 𝜃𝑞(𝐵)𝜀𝑡   (1.1) 

 

where,  𝑦𝑡 is the original time series, 𝜙𝑝 is 

the autoregration parameter, 𝐵 is backward 

shift operator, d is the degree of difference, 

𝜇 is constant, 𝜃𝑞 is the moving average 

parameter and 𝜀𝑡 is the error value at time t. 

Table1 below shows recognition process for 

ARIMA model. 

 

Table 1: Recognition Process for ARIMA Model 

                 ACF                   PACF     Type of Model 

 
Decrease exponentially 

 
Drop drastically on certain 

lag 

 

 

AR (p) where p is the 

number of spikes in the 

PACF 

 
Drop drastically on certain 

lag 

 
    Decrease exponentially 
    

 

MA (q) where q is the 

number of spikes in the 

ACF 

 
Drop drastically 

 
Drop drastically 

 

ARMA (p, q) where p 

and q are the number 

of spikes in PACF and 

ACF respectively 

 

To facilitate readers to identify the values of 

p and q, the following guidelines were used: 

 

i) If the autocorrelation function (ACF) 

decreases exponentially and the partial 

autocorrelation function (PACF) has spikes, 

the model used is AR. In this case, the model 

stage of AR (or p value) is equal to the 
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significant number of spikes in the PACF. 

 

ii) If the partial autocorrelation function 

(PACF) decreases exponentially and the 

autocorrelation function (ACF) has spikes, 

the models used is MA. The model stage of 

MA (or p value) is equal to the significant 

number of spikes in the ACF. 

 

iii) If both autocorrelation function (ACF) 

and partial autocorrelation function (PACF) 

have  

unorganized pattern, then the model used is 

ARMA model where the model stage (or p  

value and q value) is equal to the significant 

number of spikes in the PACF and ACF. 

 

Model Parameter Estimation at First Level 

 

The calculation that has been done to get the 

parameter value for any model is known as 

parameter estimation. There are two ways to 

estimate parameter, namely try and error 

method and fix iteratively. Through try and 

error method, testing towards few different 

values is done and selection of one value 

which can minimise total mean square error 

is chosen. Whereas through fix iteratively 

method, initial assessment selection is done 

and then the computer program refines 

iteratively the estimates. 

 

Diagnostic checking 

  

Diagnostic checks are conducted to prove 

that the model used is adequate. If the model 

fails in a diagnostic test, the model will be 

rejected. Results at this stage can show how 

a model can be improved. Q-Box 

Compression Value was used as a diagnostic 

check for this study. 

  

Box-Jenkins framework assumes that the 

residuals (term errors) are unrelated to one 

another, and it is assumed that there is no 

systematic pattern in residuals. In other 

words, the error is considered to be normal, 

freely and randomly with zero mean and 

variance 𝜎𝜀
2 or can be shortly defined as 

𝜀𝑡~(0, 𝜎𝜀
2). Therefore, if the error behavior 

does not meet these requirements, the model 

is said to be uncertain or of wrong 

specification. Incorrect specification is a 

symptom showing that important parameters 

may have been ignored or other unimportant 

parameters have been included in the model. 
The easy procedure for checking the wrong 

specifications is to check the presence of a 

correlation between the errors performed by 

calculating the chi-squared values in terms of 

errors. This test procedure is usually known 

as portmanteau test and this test is also a 

model validation. Model validation is also 

known as a test for wrong specifications 

among modelers. Statistical tests are given 

as: 

 

                                         𝑄 = (𝑇 − 𝑑) ∑ 𝑟𝑘
2ℎ

𝑘=1                                                              (1.2) 

 

which is scattered almost as a chi-square 

distribution with (ℎ − 𝑝 − 𝑞) degrees of 

freedom where, T is the number of 

observations in the time series, h is maximum 

lag tested, p is the highest stage of  

autoregration parameter in model, q is the 

highest stage of moving average parameter in 

model,  𝑟𝑘 is k-th sample autocorrelation of 

error terms and d is degrees of freedom of the 

differential used to the original data. 

 

The latest version of trusted alternatives 

closer to the chi-square distribution of this set 

is the Ljung-Box statistics provided as:

                                           𝑄∗ = 𝑇(𝑇 + 2) ∑
𝑟𝑘

2

𝑇−𝑘

ℎ
𝑘=1                                                                      (1.3) 

and is also distributed as a chi-square 

distribution with (ℎ − 𝑝 − 𝑞) degrees of 

freedom. 

 

Statistics show if each 𝑟𝑘 approaches zero, 

then Q or 𝑄∗ each will becomes small and so 

big 𝑟𝑘 then Q or 𝑄∗ will also be big. 
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If the error is white noise, statistics Q or 𝑄∗ 

are scattered as 𝑋 2 with (ℎ − 𝑝 − 𝑞) degree 

of freedom. If the calculated value of  𝑋 2 is 

greater than the tabulated value of  𝑋 2 for 

(ℎ − 𝑝 − 𝑞) degree of freedom, then reject 

𝐻0 (which shows the error is white noise) and 

accept 𝐻1 (which shows the error is not white 

noise). By accepting 𝐻1, the model is 

considered as   wrong specification or 

inadequate to be considered. Similarly, if 

statistics Q is smaller than tabulated 𝑋2 with  

(ℎ − 𝑝 − 𝑞) degree of freedom, then accept 

𝐻0 (model is adequate). 

 

 

If 𝐻0 is rejected (the model is considered as 

wrong specification), then the best way is to 

try other model variations. In Box-Jenkins 

method, the possibility of two or more 

models having the same decision to 

accept 𝐻0  is high. Therefore, in selecting the 

best model based on any condition, one needs 

to add decision criteria with other statistics 

such as Akaike Information Criterion (AIC), 

Bayesian Information Criterion (BIC) or 

Mean Square Error (MSE). Once again, 

when deciding on the best model, the 

parsimony concept is best suited because the 

simpler model is usually the preferred 

choice. 

  

After these three stages have been done 

successfully, then forecasting can be done. In 

fact, this forecasting is a translation of 

equations based on the coefficients obtained 

so that the future determinations can be 

made. Forecasting can be determined 

whether it is good or not by calculating an 

absolute mean percentage error (MAPE). 

The error test is a measure of accuracy 

forecasting conducted. MAPE can be 

calculated as follows:

 

                                                                 𝑀𝐴𝑃𝐸 =  ∑
|(

𝑒𝑡
𝑦𝑡

)∗100|

𝑛
                                             (1.4)𝑛

𝑡=1   

 

where n represents effective data point,  𝑒𝑡  
represents the error which can be calculated 

as actual minus forecasted value and | (
𝑒𝑡

𝑦𝑡
) ∗

100| is defined as an absolute percentage 

error calculated on the predicted value for a 

particular forecasting method. The accuracy 

of the forecasting can be determined through 

the percentage of MAPE obtained through a 

forecasting as shown in Table2.

 

Table 2: MAPE Forecasting Power 

MAPE    Forecasting Power 

˂ 10% Very accurate forecasting 

10% ⁓ 20% Good forecasting 

20% ⁓ 50% Reasonable forecast 

˃ 50% Weak and inaccurate forecasting 

 

Results and Discussion 

 

Based on time series plot of real value data 

in Figure 1, it was found that data did not 

show seasonal pattern. This is because 

observations did not repeat at regular 

intervals. Based on Figure 2, observation of 

the analysis of autocorrelation function 

(ACF) performed showed that the time series 

data was not in a stationary state. This can be 

seen clearly through slowly shrinking ACF 

plots. This shows that mean and variance for 

this time series data were not constant all the 

time t. Accordingly, differentiating processes 

need to be done to ensure that this series of 

time becomes stationary. Time series 

achieved stationary state after differentiation 

for the first time was done. 
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Figure 1: Trend Analysis Plot for Gold Price from January 2015 to December 2017 

 
 

Figure 2:  Autocorrelation Function (ACF) for Gold Price from January 2015 

 to December 2017 
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Figure 3: Partial Autocorrelation Function (ACF) for Gold Price from January 2015 

 to December 2017 

 

Based on the partial autocorrelation 

function (PACF) in Figure 3, there was a 

truncated spike indicating that the data series 

of the time should be differentiated to 

achieve stationary state. 

 
 Figure 4: First Differentiation for Time Series of Gold Price (d=1) From January 2015 

 to December 2017 

  

After first differentiation was done, Figure 4 

shows that the red line that means that there 

was no significant difference between mean 

value and variance. Therefore, this line 

shows that the time series were normally 

distributed with mean value of zero and 

variance value of one. Thus, this time series 

was said to be in stationary state. 

 

7065605550454035302520151051

1.0

0.8

0.6

0.4

0.2

0.0

-0.2

-0.4

-0.6

-0.8

-1.0

Lag

P
ar

ti
al

 A
u

to
co

rr
el

at
io

n

Partial Autocorrelation for Gold Price 
(with 5% significance limits for the partial autocorrelation

21



GOLD PRICE FORECASTING USING BOX-JENKINS METHOD 

Universiti Malaysia Terengganu Journal of Undergraduate Research 

Volume 1 Number 3, Julai 2019: 15-27 

 
 Figure 5: Autocorrelation Function (ACF) for First Differentiation of Gold Price from 

January 2015 to December 2017 

 

 
  Figure 6: Partial Autocorrelation Function (PACF) for First Differentiation of Gold Price 

from January 2015 to December 2017 

 

Besides, based on Figure 5 and Figure 6, 

Autocorrelation Function (ACF) and Partial 

Autocorrelation Function (PACF) showed 

drastically decreasing pattern. Thus, it can be 

concluded that this time series data achieved 

stationary state after first differentiation was 

done. By this means, value of d in this 

ARIMA model (p,d,q) for this time series 

data was equal to d =1. 

 

 Determination of model can be known 

based on correlogram analysis of ACF and 

PACF. Based on correlogram analysis of 

ACF and PACF, value of parameter p and 

parameter q can be determined. ARIMA 

model (p,d,q) can be built by estimating 

through ARMA model (p,q). After 

observation was done towards Figure 5 and 

Figure 6, there are few spikes which 

exceeded the dotted line for ACF and PACF. 

AR model and MA model can be determined 

through number of spikes that exceeded the 

dotted line which can represent number of p 

and q. Based on Figure 5, it was found that 
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the Autocorrelation Function (ACF) had 1 

spike while the Partial Autocorrelation 

Function (PACF) had 1 spike based on 

Figure 6. Therefore, the model used was 

ARIMA model (1,1,1). 

Next, the ARIMA (1,1,1), ARIMA 

(0,1,1) and ARIMA (1,1,0) models were 

obtained through the experimental process 

using MINITAB software. The correlogram 

analysis is as follows:

 

Table 3: Analysis Result of ARIMA (1,1,1) 

 
 

Table 4: Analysis Result of ARIMA (0,1,1) 
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Table 5: Analysis Result of ARIMA (1,1,0) 

 

 

Therefore, ARIMA (1,1,1), ARIMA 

(0,1,1) and ARIMA (1,1,0) models would 

continue to the diagnostic checking stage to 

test the most suitable models for gold 

commodity price forecasting. 

 

Stage of diagnostic review can be done 

using Ljung-Box. The checking of the 

calculated values for the Ljung-Box, Q * 

values can be tested by comparing the 

tabulated values Q * and calculated Q * 

values. As a result of the checking, it was 

found that all models existed in white noise 

error. The model to choose is based on the 

smallest statistic Q *. Table 6 below shows 

that the ARIMA model (1,1,1) was the most 

suitable model and better than other models. 

This is because the ARIMA model (1,1,1) has 

the smallest MSE value and Q * (  Q*calculated 

= 15.16 < Q*tabulated = 16.91). Therefore, due 

to the ARIMA model (1,1,1) fulfilling the 

criteria, it can be concluded that the ARIMA 

model (1,1,1) was chosen as the best model 

for gold commodity price forecasting. 

 

H0 : θ = 0 error is random (white  noise error) 

H1 : θ ≠ 0 error is not random (no white noise error) 

 

Table 6: Portmanteau Test Summary 
       Statistic ARIMA (1,1,1) ARIMA (0,1,1) ARIMA (1,1,0) 

Calculated Q*  

( Ljung-Box Value) 

15.16 15.17 15.17 

DF 9 10 10 

Tabulated Q*  

( Ljung-Box Value) 

16.91 18.30 18.30 

 

Decision (5% 

significance limits) 

Accept H0 Accept H0 Accept H0 

Conclusion Error is a white noise Error is a white noise Error is a white noise 

MSE 114.058 116.069 116.250 
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Forecasting for gold price was continued 

using ARIMA model (1,1,1) since it was the 

best model. 

 

Generally, ARIMA model (p,d,q) can be 
summarized as:  

 

𝜙(𝐵)(1 − 𝐵)𝑑𝑋𝑡 =  𝜃(𝐵)𝑍𝑡                                                                                                (1.5) 

or 

(1 − ∅1𝐵 − ∅2𝐵2 − ⋯ − ∅𝑃𝐵𝑃)(1 − 𝐵)𝑑𝑋𝑡 = 𝜇 + (1 − 𝜃1𝐵 − 𝜃2𝐵2 − ⋯ − 𝜃𝑃𝐵𝑃)𝑍𝑡  (1.6) 

 

where 𝑋𝑡 represents the value of the time 

series based on time and 𝑍𝑡 represents 

stationary time series. 

 

Thus, the equation for ARIMA model (1,1,1) 

is as follows: 

 

(1 − 0.09𝐵)(1 − 𝐵)𝑋𝑡 = 0.140 + (1 − 0.10𝐵)𝑍𝑡                                                            (1.7) 

 

 
Figure 7: Gold Price Forecasting in January 2018 to March 2018 

                 Based on Figure 7, gold prices for future are expected to increase. 
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Figure 8: Comparison of Gold Price between Original Value and Forecast Value  

 

Based on Figure 8, comparison of gold price 

between original value and forecast value 

was obtained. 

MAPE formula is given as follows: 

 

                                                        𝑀𝐴𝑃𝐸 =
|(

1145.03

89209.3
)∗100|

67
                                                   (1.8) 

                                                                    = 0.02%               

 

Based on the MAPE value that has 

obtained which is 0.02%, it is found that 

ARIMA (1,1,1) is the best model for 

predicting gold commodity prices. 

 

Based on ARIMA model (1,1,1), forecast 

result of gold prices for 2018 are expected to 

increase. Thus, world gold commodity 

performance in 2018 can be analyzed using 

the best ARIMA model (1,1,1). 

 

Conclusion  

 

The objective of this research is to forecast 

world gold commodity prices in 2018 by 

using the Box-Jenkins method. Using Box-

Jenkins method, the process of forecasting 

can be done to identify the movement of gold 

commodity prices whether to achieve a rise 

or fall in the future. Therefore, this 

forecasting model can help the various 

groups involved, especially the investors. 

This forecast will also help companies 

involved in selling and buying gold. 

Additionally, this forecast will help 

companies involved in gold investment in the 

development of gold buying and selling 

system. 

 

In conclusion, based on the analysis 

conducted, ARIMA (1,1,1) model was the 

best model in forecasting world gold 

commodity prices in 2018. Therefore, using 

the ARIMA model (1,1,1) gold commodity 

price forecasting for January 2018 to March 

2018 was made. Through the forecasting, it 

was found that gold commodity prices would 

be rising in the first 3 months in 2018 as 

shown in Figure 7 in the Discussion section. 
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