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Communication between ordinary and deaf people often has issues because 
ordinary people lack knowledge of sign language. This research aims to 
help ordinary people communicate with hearing impaired (deaf) people 
using sign language. This research aims to produce an Android-based 
mobile app that can translate static sign language using hand movements 
into text and also convert the spoken voice into sign language using speech 
recognition. The framework in this research for hand gesture detection 
uses the MediaPipe software program. This framework allows the creation 
of apps that translate hand movements into text that help ordinary people 
understand sign language. Speech recognition in this research uses the 
Android speech library. This research succeeded in detecting static letters 
of the alphabet from the a-z and numbers 0-9. Tests of 540 hand gestures 
carried out in the morning, afternoon, evening, and night had an average 
detection time of 4.37 seconds. The fastest object detection times were 
in the morning at a distance of 30 cm with an average detection time of 
2.5 seconds. Based on acceptance testing, 83.13% of the features in this 
static sign language translator have met the users ’users’ needs when 
communicating with the deaf using sign language.

2020 Mathematics Subject Classification:
2020 ACM Computing Classification Codes:  

© UMT Press

Introduction 
Human beings interact or communicate in two ways. The first is via verbal communication 
with words, and the second method of communication is without speech. The second form of 
communication also called non-verbal communication involving many modalities, including, body, 
touch [1], eye movements, monitoring, and facial expressions in the interaction process to provide 
information [2]. This form of communication is usually used by people with hearing impairments 
(deaf). Communicating with deaf people is often problematic due to the general public’s lack of 
knowledge about sign language [3].

SIBI and BISINDO are two sign languages widely used in Indonesia [4]. Sistem Bahasa 
Isyarat (SIBI) is an official form of sign language authorised by The Indonesian Education and 
Culture Ministry [5]. Meanwhile, Bahasa Isyarat Indonesia (BISINDO) is a widely-used means 
of communication used by both deaf and ordinary people to ”“talk” to each other in the course if 
carrying out their daily activities [6].
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A sign language translator is needed to help ordinary people communicate with the hearing 
impaired [7]. However, the reality is that a translator is not always required for every communication 
with the deaf [8]. A translator that can be used at any time, is needed, translating sign language into 
a language that listening friends can easily understand. A good sign language translator should 
therefore be able to identify a specific set of gestures using gesture recognition and convert it into 
text or speech [9]. 

Gesture recognition is a topic in computer science and language technology that makes 
computers understand human movement. These movements generally are made by the hands or 
face. Gesture recognition allows humans and computers to interact naturally without the need for 
a specific input device. This manner of communication can be achieved using computer vision and 
image processing techniques that will convert hand gestures into their  text or voice equivalents[10].

Gestures are considered a natural means of communication between humans, especially 
between those suffering from hearing loss. Gestures can be either hand or body movements that 
convey messages or contain meaningful commands. Among the examples of implementing this 
gesture is sign language recognition [11], human-computer interaction [12], virtual reality [13], and 
lie detection [14].

This research aims to help ordinary people communicate via sign language with the hearing 
impaired (deaf). This research aims to produce a sign language translator for Android mobile phones 
using the MediaPipe framework. MediaPipe is a framework for building pipelines and will include 
incoming data arbitrarily and is designed for those who want to incorporate artificial intelligence 
elements into their apps [15]. MediaPipe allows the development of cross-platform apps that can 
be run on various devices [16] and that can be used to create a sign language translation app [17].

Materials and Methods

Hand gesture recognition software is a form of technology that can read hand gestures and convert 
them into their text or voice equivalents [18]. Gesture recognition is a topic in computer science 
and language technology that aims to make computers understand human movements that generally 
come from the hands or face [19]. Technology that can analyse gestures, among others [20]:

Vision-based

Vision-based computer input requires a camera to take images to be processed. Vision-based 
computer input is challenging to execute. Challenges include factors like lighting, and the colour of 
the detected object especially where it is the same colour as its surroundings, and challenges from 
the background images that conflict with the image to be detected. Vision-based computer input 
requires speedy, accurate, and efficient detection systems.

Glove-based

The glove-based computer input methods require sensors to capture hand coordinates and their 
displacement. The benefit of using this method is that it makes it easier to receive information such 
as palm coordinates, fingers, and orientation. The disadvantages of this method is  that it requires a 
direct connection between the user and the system, and the cost of making the tool quite expensive.
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Colour Marker

Colour markers need gloves with several colours to direct the tracking process. This method also 
provides the ability to shape hands by extracting geometric features. The application of hand gesture 
recognition is for sign language translators, robotics, virtual reality (VR) games, and human-
computer interaction [21].

MediaPipe is a framework written using C++ and can build apps that can cross between 
platforms like  Windows, Linux, Macintosh, and Android, and can even run on websites. MediaPipe 
can even handle data image processing using multithreading and GPU acceleration [22].

MediaPipe has a calculator that will run when the program starts and will stop when the program 
is finished. This calculator is critical because MediaPipe uses multithreading. The calculator in 
MediaPipe has four important  processes, which is GetContract (), Open (), Process () and Close 
(). Google has been using MediaPipe since 2012 for its products and made it an open-source 
program  at the Conference on Computer Vision and Pattern Recognition in June 2019. Google uses 
MediaPipe on YouTube to define several characteristics in videos. These characteristics include 
determining video thumbnails, identifying video copyright, video objects that are not permitted like 
porn, violence, and advertisements.

The Google team collected all the datasets by hand and then labelled each landmark manually. 
Landmarks in MediaPipe can see observed in Figure 1.

Figure 1: Landmarks in MediaPipe

Apart from detecting hands, MediaPipe also provides other machine learning solutions that are 
ready to use. Almost all code collection can be implemented to create Android= based programs, 
including:

1. Face detection, which is used to detect faces with six landmarks (signs) and allow multiple 
faces.

2. Face mesh detection, which is used to detect facial geometry in real-time and generate 468 
facial landmarks (marks) in 3D.

3. Iris is used to track landmarks, including the iris, pupil, and eye contours.

4. Hands are used to trace hands and form 21 3D hand landmarks.

5. Pose, used to trace body poses and form 33 landmarks for the entire body and 25 for the upper 
body.

6. Other machine learning solutions include instant motion tracking, objection, hair segmentation, 
box tracking, object detection, and knife.
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Application programming interface (API) is a system that integrates information from different 
applications simultaneously and runs behind the scenes [23]. API is a virtual interface between 
two software functions that work with each other. API describes how a programmer uses a feature 
of the computer. Initially, API technology provides system modifiability and makes materials 
databases accessible and interoperable [24] to drive the exchange of resources data between several 
applications [25]. 

Voice is the most basic general and efficient communication method for conveying ideas 
between people. Currently, speech recognition technology is widely available to help humans work. 
This technology allows computers or machines to understand human speech. The use of voice is 
preferred because it is faster than using a keyboard when communicating with a computer [26].

For computers to recognise and understand human voices, speech-to-text technology is 
needed. This technology allows computers to recognise sounds and translate them into text for 
later processing according to user needs. Among the methods that can be used to make computers 
understand human voices [27] include Support Vector Machines [28], Artificial Neural Networks 
[29], Naive Bayes Classifications [30], or all three methods (SVM, Artificial neural network and 
Naive Bayes [31] and K-Nearest NeighbourNeighbour Classifier [32]. Many studies have used text 
to speech technology including ERICA [33], smart home [34], people with hearing problems (deaf) 
[35], people with vision problems (blind) [36,37], and people who are both deaf and blind [38]. 

Flowchart Hand Gesture Recognition 

A flowchart explains hand detection. The flowchart also checks palm gestures, and gestures involving 
the back of the hand to Thid detect character. This hand gesture recognition flowchart can be seen 
in Figure 2.

Below is a more detailed explanation of Figure 2.

1. The device opens the camera.

2. The device takes an image of the hand.

3. The palm detection system uses a Palm Detection model.

4. If a palm is found, the system will crop the image (box size) to the part of the palm that was 
successfully detected.

5. The cropped hand image is sent to the Landmark Detection model, which can detect 21 points 
on a hand.

6. The hand image is matched against the 21-point Palm Detection model.

7. At the same time, the system will match the 21-point with -point with letters and numbers in 
the SIBI database.

8. The system will also check whether the detected image is the palm or the back of the hand.

9. Character detection for the palm and the back of hand can see in the sub-chapter Flowchart 
Checks Palm Gestures and Flowchart Checks the Back of the Hand.

10. After successfully converting 21 dots to letters or numbers, the system will combine the entire 
hand, 21 hand points, and gestures onto the screen.
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Figure 2: Flowchart of hand gesture recognition

To get the coordinates of 21 hand points, MediaPipe uses a second-hand landmark detection 
model. The output of this model is 21 hand points (x and y), markers of the possible presence of 
hands on the detected image, and right and left-hand classification. MediaPipe uses original images 
to provide markers/landmarks.

After landmark detection has succeeded in getting 21 hand points, mapping the points obtained 
on the hand image, these points consist of 3 points on the thumb, four points for  each index finger, 
four points for  the points for  the ring finger, four points for  the minor finger, and two points at the 
base of the palm. 
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Flowchart Checks Palm Gestures
This flowchart explains the flow of character detection for the palm. The results obtained from this 
flowchart cover the numbers 0-9 and some  alphabets. Flowchart checks for palm gestures can be 
seen in Figure 3.

Figure 3: Flowchart checks palm gestures

Media Pipe’s palm detection process uses a palm detection model [11]. When it first detects 
hand location, MediaPipe uses a single-shot detector model optimized for mobile devices in real-
time. The single-shot detector helps score and box the detected palm image [19].

To overcome detection difficulties, MediaPipe uses several strategies, which is:

1. Using a palm detection model. The section of the palm detected is compared to hand detections 
as it can reduce detected areas. Besides the palms having fewer objects, the non-maximum 
suppression algorithm runs well even when there  are obstacles, such as shaking hands [11].

2. Using an extractor-encoder-decoder feature similar to that of a Feature Pyramid Network 
(FPN). An FPN is a system used to detect objects with different object sizes/scales [20].

3. Minimising focal point loss [21] when training data to optimise the image when scaling
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Flowchart Check Back of The Hand Gesture

This flowchart explains the flow of character detection using the back of the hand. The results 
obtained from this flowchart are several  alphabets. Flowchart checks for the back of the hand that 
can be observed on Figure 4.

Figure 4: Flowchart checks the gesture of the back hand

Hand gesture recognition technology is used to translate hand gestures to text. Hand gesture 
recognition can be added to Android apps, one of which uses a framework from Google called 
MediaPipe. There are several stages to go through so that hand movement can be translated into 
text, including:

1. Take a picture using the camera.

2. Initialization process. It is the process of reading the “palm_detection_labelmap.txt” file, 
loading the palm detection model stored in the “palm_detection_without_custom_op.tflite” file, 
and loading the landmark detection model stored in the “hand_landmark.tflite” file.

3. Detect palms using the palm detection model.

4. If the palm is found, it will cut the image around the palm to reduce the load on   the system  
when processing the image.

5. Detecting 21 hand landmarks using landmark detection models. Hand landmarks can be 
observed in the discussion on hand modelling.
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6. Checks whether the selected gesture type is letters or numbers. This process is used as the signal 
in the SIBI database for some letters and numbers id the same. For example, the number 4and 
letter B, the number 1 and letter D, the number 2 and letter U, and the number 9 and letter F.

7. Checks whether what is detected is the palm or the back of the hand. This process is used 
because the palm and the back of the hand produce different results.

8. Mapping the sign characters based on the points obtained from the landmark detection model. 

9. Combine original images and hand landmarks to display on the screen. Then displays the 
detected characters into the available text view.

Voice Detection Method

In Android Studio, there is a library that can translate voice into text, which is Android Speech. 
This library has been available since android 1.5 with API level 3. There is a constant call 
RecogniserIntentRecogniserIntent.ACTION_RECOGNISERECOGNISE_SPEECH and EXTRA_
LANGUAGE_MODEL. This constant will display a voice recording popup and send the detected 
sound to the speech recogniser. The received sound results can be processed in the onActivityResult 
() activity in, getting sound detection results.

Results and Discussions
Figure 5 gesture to text implementation (a) can observe the type of gesture and delay provided. 
Gesture type is used to select the type of character to be detected. The available character types are 
numbers and letters. At the same time, the delay is used to provide a delay in detection between one 
character and the next character. Examples of number detection can see in Figure 5 (b) and Figure 5 
(c). Furthermore, examples of letter detection are in Figure 5 (d) and Figure 5 (e).
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Figure 5: Gesture to text implementation

In Figure 5 (a), speech to gesture can be observed in several available fields and buttons. The 
text view “Enter a word or sentence” refers to entering the word or sentence you want to display 
the signal. This text view can enter manually, pasted from clipboard, or speech--to-text (by pressing 
the mic icon). Below the text view, there are two buttons for paste and delete. The paste button 
inserts text from the clipboard into the text view. The Delete button is used to delete all text in the 
text view. There are two buttons with (-) and (+) icons. These two buttons are used to adjust the 
delay when displaying image signs. At the same time, the mic icon is used for text input from voice 
(speech--to-text) and will enter the text view. The last button is the run gesture button to displays 
each character’s word or sentence’s gesture in the text view.
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The characters whose signs can be displayed can see in Figure 6 (b). Examples of displayed 
numbers can see in Figure 6 (c) and Figure 6 (d). Meanwhile, letter signs can see in Figure 6 (e) and 
Figure 6 (f).

Figure 6: Speech to gesture implementation

Detection Performance Result

Application testing was carried out using a device with the specifications of the Vivo 1820 hp, 
funtouch OS, android 8.1.0 version, 2.0 GHz Octa-core processor, and 2GB ram. The summary of 
detection by character can see in Table 1.
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Table 1: Test result of character SIBI detection

Character Number 
of Tests

Number 
of 

Detected

Number 
of not 

detected

Percentage 
of Success of 

Detection

Percentage 
of Accuracy 
of Detection 

Results

Average Time 
Required 
to Detect 
(Seconds)

A 15 15 0 100% 100% 6.87 (Second)

B 15 15 0 100% 100% 2.07 (Second)

C 15 15 0 100% 100% 4.40 (Second)

D 15 15 0 100% 100% 2.47 (Second)

E 15 15 0 100% 100% 4.67 (Second)

F 15 15 0 100% 100% 2.53 (Second)

G 15 15 0 100% 100% 4.60 (Second)

H 15 15 0 100% 100% 3.60 (Second)

I 15 15 0 100% 100% 3.47 (Second)

J - - - - - -

K 15 15 0 100% 100% 3.07 (Second)

L 15 15 0 100% 100% 2.07 (Second)

M 15 15 0 100% 100% 10.47 (Second)

N - - - - - -

O 15 15 0 100% 100% 2.27 (Second)

P 15 15 0 100% 100% 6.93 (Second)

Q 15 15 0 100% 100% 11.0 (Second)

R 15 15 0 100% 100% 12.67 (Second)

S 15 15 0 100% 100% 2.60 (Second)

T 15 15 0 100% 100% 10.07 (Second)

U 15 15 0 100% 100% 2.53 (Second)

V 15 15 0 100% 100% 6.60 (Second)

W 15 15 0 100% 100% 2.33 (Second)

X 15 15 0 100% 100% 5.73 (Second)

Y 15 15 0 100% 100% 2.13 (Second)

Z - - - - - -

0 15 15 0 100% 100% 3.67 (Second)

1 15 15 0 100% 100% 2.73 (Second)

2 15 15 0 100% 100% 1.87 (Second)

3 15 15 0 100% 100% 2.00 (Second)

4 15 15 0 100% 100% 1.87 (Second)

5 15 15 0 100% 100% 1.93 (Second)

6 15 15 0 100% 100% 3.60 (Second)
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Character Number 
of Tests

Number 
of 

Detected

Number 
of not 

detected

Percentage 
of Success of 

Detection

Percentage 
of Accuracy 
of Detection 

Results

Average Time 
Required 
to Detect 
(Seconds)

7 15 15 0 100% 100% 5.67 (Second)

8 15 15 0 100% 100% 5.40 (Second)

9 15 15 0 100% 100% 13.47 (Second)

In the test of detection SIBI Character result, the application can translate 91.6% of the A-Z and 
0-9 characters. Several characters were not successfully detected. These characters are J, N, and Z.

1. Letter J cannot be detected because the model of the MediaPipe does not provide a hands down 
pose. This causes the character J to be detected as a character I. Also, the character J is included 
in a dynamic gesture.

2. The letter N cannot be detected because the coordinates of the hand landmark S, M, and N are 
identical. This results in the character N being totally undetectable.

3. While the letter Z cannot be detected because it is a dynamic gesture. Further research is needed 
to detect dynamic hand movements.

The results based on the shooting time can be observed in Table 2.

Table 2: Detection based on distance and shooting time

Shooting Time Testing Time Detection Distance Lighting Condition
Morning
Morning
Morning
Day
Day
Day
Afternoon
Afternoon
Afternoon
Night
Night
Night
Night
Night
Night

08:31 – 08:33
08:29 – 08:31
08:27 – 08:28
12:26 – 12:28
12:24 – 12:25
12:20 – 12:23
17:31 – 17:34
17:29 – 17:30
17:26 – 17:28
21:02 – 21:05
21:00 – 21:02
20:55 – 20: 59
20:53 – 20:55
20:45 – 20:49

21:06 – 21:08

40 cm
30 cm
20 cm
40 cm
30 cm
20 cm
40 cm
30 cm
20 cm
40 cm
40 cm
30 cm
30 cm
20 cm
20 cm

-
-
-
-
-
-
-
-
-

Dim
Light
Dim
Light
Dim
Light

The graph in Figure 7 shows the average time required to detect a sign language character 
with a smartphone camera when tested in the morning,  was 3.75 seconds for a distance of 20 cm, 
2.5 seconds for a distance of 30 cm, and 3.88 seconds for a distance of 40 cm. The sign language 
character for number 9 had the longest detection time, at 23 seconds.
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Figure 7: Testing result diagram based on time of day and light conditions

The graph in Figure 7 (a) shows the average time required to detect a sign ;language  character 
with a smartphone camera when tested in the morning, that is 3.75 seconds for a distance of 20 cm, 
2.5 seconds for a distance of 30 cm, and 3.88 seconds for a distance of 40 cm. The sign language 
character for number 9 had the longest detection time, at 23 seconds.

The graph in Figure 7 (b) shows the average time required to detect a gesture character with 
a smartphone camera when tested in the daytime, was 5.5 seconds for a distance of 20 cm, 3.44 
seconds for a distance of 30 cm, and 2.83 seconds for a distance of 40 cm. The  character for number 
9 had the longest detection time, at 60 seconds.

The graph in Figure 7 (c) shows the average time required to detect a gesture character with a 
smartphone camera when the tested in the  afternoon,  was 3.5 seconds from a distance of 20 cm, 
2.86 seconds for a distance of 30 cm, and 3.05 seconds for a distance of 40 cm. The  sign language 
character for The number 7 had the longest detection time, at 25 seconds.

The graph in Figure 7 (d) shows the average time required to detect a sign language character 
with a smartphone camera when tested at night with bright lighting, which was 4 seconds at a 
distance of 20 cm, 5.08 seconds for a distance of 30 cm, and 4.02 seconds for a distance of 40 cm. 
The character for R had the longest detection time, at 60 seconds.

The all-graph diagram in Figure 7 can conclude that detection time is faster when done in the 
morning with a distance of 30 cm. The average time taken is 2.5 seconds. The longest detection time 
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at night in the dark at a distance of 20 cm. The average time needed was 7.86 seconds. The most 
challenging character to detect was the character for R when tested at night with dark lighting and a 
distance of 20 cm. The time it took was 72 seconds.

Conclusion
This research has resulted in an Android-based mobile app that can assist ordinary able-bodied 
people communicate with deaf people. Based on the acceptance testing results for 30 users in 
Indonesia, 83.13% of the ’apps’ features have met the users’ needs. The speech--to-gesture feature 
in the sign language app can display all the user’s alphabet and number hand gestures. The app can 
translate 91.6% of the alphabets and numbers . The average time for the 540 gesture tests performed 
in the morning, afternoon, evening, and night was 4.37 seconds. The fastest time for object detection 
was in the morning ar a distance of 30 cm, with an average time of 2.5 seconds.
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